
Examination of the traditional Raman lidar technique.
II. Evaluating the ratios for water vapor and aerosols

David N. Whiteman

In a companion paper �Appl. Opt. 42, 2571 �2003�� the temperature dependence of Raman scattering and
its influence on the Raman and Rayleigh–Mie lidar equations were examined. New forms of the lidar
equation were developed to account for this temperature sensitivity. Here those results are used to
derive the temperature-dependent forms of the equations for the water-vapor mixing ratio, the aerosol
scattering ratio, the aerosol backscatter coefficient, and the extinction-to-backscatter ratio. The error
equations are developed, the influence of differential transmission is studied, and several laser sources
are considered in the analysis. The results indicate that the temperature functions become significant
when narrowband detection is used. Errors of 5% and more can be introduced into the water-vapor
mixing ratio calculation at high altitudes, and errors larger than 10% are possible for calculations of
aerosol scattering ratio and thus of aerosol backscatter coefficient and of extinction-to-backscatter ratio.
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1. Introduction

In part one of this paper1 �hereafter referred to as
part 1�, a detailed examination of ways in which to
evaluate Raman and Rayleigh–Mie lidar equations
was presented. The details considered there in-
cluded the effects of the temperature sensitivity of
Raman scattering on both the Raman and the
Rayleigh–Mie lidar equations, the calculation of at-
mospheric transmission, multiple scattering effects,
and correction of photon pulse pileup. In this paper
the ratios that lead to the meteorological quantities of
water-vapor mixing ratio, aerosol scattering ratio
and thus aerosol backscatter coefficient, and aerosol
extinction-to-backscatter ratio are evaluated.

The structure of the paper is as follows: First
the temperature-dependent forms of the Rayleigh–
Mie and Raman lidar equations are reviewed.
Then calculation of the water-vapor mixing ratio is
discussed; this includes an examination of the alti-
tude dependence of the temperature functions, de-
velopment of the error equations, examination of
differential transmission, and a discussion of calibra-
tion. The aerosol scattering ratio is then discussed

along with the appropriate error equations, and differ-
ential transmission is considered for several laser
sources. The influence of narrowband detection on
calculations of the aerosol backscattering coefficient is
explored, and then the extinction-to-backscatter ratio
is discussed.

2. Temperature-Dependent Rayleigh–Mie and Raman
Lidar Equations

In part 1,1 new forms of the lidar equation were
derived that account for the influence of the tem-
perature dependence of Raman rotational and
vibrational–rotational scattering on the Rayleigh–
Mie and Raman lidar equations. The final forms of
these equations are repeated here for reference.
Before proceeding, however, we review for clarity
definitions given in part 1. The term “Rayleigh
scattering” is used to signify the combination of
Cabannes and rotational Raman scattering2,3 to
recognize the fact2,3 that what Lord Rayleigh4,5 ac-
tually detected was a combination of elastic and
rotational Raman scattering. The term “Mie scat-
tering” is used to refer to scattering by particles of
any shape, even though Mie theory6 pertains only to
spherical particles. The term “Rayleigh–Mie lidar” is
used to refer to systems that measure elastically scat-
tered light from both molecules and particles of any
shape as well as inelastically scattered pure rotational
Raman scattering. Finally, although changes in
transmission versus wavelength are due mostly to the
characteristics of the interference filter or monochro-
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mator used in a particular lidar channel, other optics
in the system can also display wavelength-dependent
transmission efficiency. Therefore the term “pass-
band” will be used to describe the transmission func-
tion of a particular lidar optical channel.

Now, the single-scattering Rayleigh–Mie and Ra-
man lidar equations for the background-subtracted
power received by a detector as a function of range
can be expressed as follows:

where P��R, r� is the backscattered power �after sub-
traction of any background contribution from, for ex-
ample, skylight or detector noise and assuming single
scattering� received at laser wavelength �L as a func-
tion of range r. OR�r� is the Rayleigh–Mie channel
overlap function, P0��L� is the output power of the
laser at laser wavelength �L. ��

aer��L, r� is the aero-
sol backscatter coefficient at the laser wavelength
and at range r that is due to Mie scattering. ���L� is
the total lidar receiver optical efficiency at the laser
wavelength and includes factors such as the reflec-
tivity of the telescope, the transmission of condition-
ing optics, the transmission of any filters, and the
quantum efficiency of the detector. A is the receiver-
telescope area. The exponential factor gives the
two-way atmospheric transmission, where 	��L, r� is
the total extinction coefficient at the laser wave-
length that is due to scattering and absorption by
molecules, particles, and any other atmospheric con-
stituents such as water droplets and ice crystals as a
function of range along the path of the laser beam.
��

mol��L, r� 
 NR�r�d�R����d�, and d�R����d� is the
full Rayleigh cross section including the effects of
rotational Raman scattering. Notice that in the
Rayleigh–Mie equation the temperature-dependent
term FR�T� multiplies only ��

mol��L, r� and not ��
aer��L,

r� because only the molecular component of the signal
exhibits the temperature dependence considered
here.

The terms used in the Raman lidar equation are
defined similarly, except that the atmospheric trans-
mission term now involves both the outgoing wave-
length of the laser and the return Raman-shifted
wavelength. Furthermore, in the Raman lidar
equation there is no aerosol backscatter term, so the
temperature-dependent function multiplies the en-
tire equation. This difference will become impor-
tant in Section 4, where the aerosol scattering ratio is
considered.

The temperature-dependent functions are defined
by

FX�T� �


��X

�d�X���, �, T��d�������d��

�d�X����d�����X�
, (3)

where X refers to either Rayleigh scattering �in which

case rotational Raman lines carry the temperature
dependence� or to a Raman vibrational mode from
molecular species X. ���� is the lidar system’s trans-
mission efficiency as a function of wavelength. The
interval ��X is that over which the lidar system has
significant transmission for feature X.
Fx�T��d�X����d�� may be interpreted as the effective
molecular cross section consistent with the use of a
monochromatic optical efficiency term, ���X�, in the
lidar equation. These forms of the lidar equations
will be used in the derivations to come, after the
calculation of the transmission terms in the lidar
equations is carefully considered.

3. Water-Vapor Mixing Ratio

A. Definition

Water vapor is one of the most important atmo-
spheric state variables. The profile of atmospheric
water vapor strongly influences convective stability,
which determines the likelihood of storm initiation.
It also is the most active greenhouse gas because it
absorbs terrestrial radiation more strongly than does
CO2. The ratio of the mass of water vapor to the
mass of dry air in a given volume, known as the
water-vapor mixing ratio, is a convenient measure of
the amount of water vapor in the atmosphere. The
mixing ratio is conserved in atmospheric processes
that do not involve condensation or evaporation and
thus serves well as a tracer of the movement of air
parcels in the atmosphere. The temperature-
dependent form of the water-vapor mixing ratio equa-
tion is now derived.

B. Calculation of the Water-Vapor Mixing Ratio from the
Lidar Equation

From Eq. �2�, the ratio of the single-scattering Raman
lidar measurements of water vapor and nitrogen, in-

P���R, r� �
OR�r� P0��L� A���L��FR�T���

mol��L, r� � ��
aer��L, r��

r2 exp��2 
0

r

	��L, r��dr�� , (1)

P���X, r� �
OX�r� FX�T� P0��L� ANX�r��d�X����d�����X�

r2 exp�� 
0

r

�	��L, r�� � 	��X, r���dr�� , (2)
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cluding the effects of temperature sensitivity, can be
represented as

P���H, r�

P���N, r�
�

OH�r� FH�T�r��NH�r��d�H����d�����H�

ON�r� FN�T�r��NN�r��d�N����d�����N�

� ����H, �N, r�, (4)

where the shorthand notation

����H, �N, r� � exp�� 
0

r

�	��H, r�� � 	��N, r���dr��
(5)

has been used for the differential transmission term,
which accounts for the fact that atmospheric trans-
mission differs at the two Raman wavelengths.
Note the useful property that ����H, �N, r� 
 1�����N,
�H, r�. We recall that the water-vapor mixing ratio
is the ratio of the mass of water vapor to the mass of
dry air and consider that N2 forms a constant fraction
��0.78� of dry air in the lower atmosphere; it is ap-
parent that

w �
MWH2 O

MWDryAir

NH�r�

NDryAir�r�
�

MWH2 O

MWDryAir

NH�r�

NN�r��0.78

� 0.485
NH�r�

NN�r�
, (6)

where w is the water-vapor mixing ratio, MWH2O is
the molecular weight of water vapor ��18 g�mol�, and
MWAir is the molecular weight of dry air �an averaged
quantity whose value is �28.94 g�mol �Ref. 7��.
Combining Eqs. �4� and �6� yields

w � k
ON�r�

OH�r�

FN�T�

FH�T�

P��H, r��d�N����d�����N�

P��N, r��d�H����d�����H�

� ����N, �H, r�, (7)

where the constant of proportionality from Eq. 6 is
represented as k ��0.485�.

For a perfect optical system the ratio ON�r��OL�r�
would be unity throughout the range of measure-
ment. In a real lidar system this ratio typically de-
parts from unity for the ranges closest to the
telescope. If this departure from unity is significant
for the quantity being determined, one can quantify
the ratio of the overlap functions by taking data in
both channels, using a common N2 or O2 interference
filter,8,9 or by using more-analytical techniques.10

In the application of the common filter approach for
quantifying the overlap function, care must be taken
to use filters that are all of similar width because
narrower filters are more subject to changes in trans-
mission owing to the different divergence angles that
arise in the near field.11 In other words, the common
molecular filter should possess transmission charac-
teristics that are similar to those of the filters used for
normal data acquisition. Furthermore, it is impor-
tant to study the transmission and polarization char-
acteristics of any intervening optics to ensure that

these properties do not change significantly between
the nitrogen �or oxygen� wavelength used for deter-
mination of the overlap function and the wavelength
of the species being measured in a given channel.

Another technique that can be used to reduce the
influence of the overlap function is to acquire data at
a small angle above the horizon, assume horizontal
homogeneity over the atmosphere within a few kilo-
meters of the lidar location, and convert the angle
data to vertical data. This procedure can limit the
influence of the lidar overlap functions on the calcu-
lation of the water-vapor mixing ratio to approxi-
mately the lowest 10–50 m of the atmosphere.12

Above this point, ON�r��OH�r� may then be considered
constant and equal to unity. For either of these ap-
proaches, above some point in the vertical profile,
which can be as little as 10–50 m above the lidar site,
the overlap functions no longer have an influence.

The water-vapor mixing ratio equation can now be
expressed by use of a single calibration factor as fol-
lows:

w � k*�r�
FN�T�r��

FH�T�r��

P��H, r�

P��N, r�
����N, �H, r�, (8)

k*�r� � 0.485
ON�r�

OH�r�

�d�N����d�����N�

�d�H����d�����H�
, (9)

where k*�r� is now the lidar system’s calibration fac-
tor. The temperature-dependent ratio FN�T�r���
FH�T�r��, which is addressed in Subsection 3.C, now
appears as a multiplier of the traditional Raman li-
dar water-vapor mixing ratio equation.9,13,14

The appropriate cross section values for different
laser output wavelengths can be determined by use of
known values of cross section at 337.1 nm�cm2 sr�1�
�Ref. 15� and by accounting for the �� � ���4 scaling of
molecular scattering, where �� is the Raman fre-
quency shift if such is present. Following this pro-
cedure for the XeF excimer laser �351.1 nm�, the
tripled Nd:YAG laser �354.7 nm�, and the double Nd:
YAG laser �532.1 nm� yields the following expressions
for k*�r�:

k*351�r� � 0.485
ON�r�

OH�r�

2.9 � 10�30

6.5 � 10�30

���N�

���H�

� 0.22
ON�r�

OH�r�

���N�

���H�
, (10)

k*355�r� � 0.485
ON�r�

OH�r�

2.8 � 10�30

6.2 � 10�30

���N�

���H�

� 0.22
ON�r�

OH�r�

���N�

���H�
, (11)

k*532�r� � 0.485
ON�r�

OH�r�

4.6 � 10�31

8.9 � 10�31

���N�

���H�

� 0.25
ON�r�

OH�r�

���N�

���H�
. (12)
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Expressions �10�–�12� for the k* factors demonstrate
that the ratio of Raman cross sections is not constant
as a function of exciting wavelength because �� is
different for Raman scattering from N2 and H2O.

C. Temperature-Sensitivity Functions versus Altitude

The temperature-sensitivity ratio FN�T�r���FH�T�r��
that is needed for evaluating Eq. �8� is plotted in Fig.
1 versus altitude, assuming a U.S. Standard Atmo-
sphere temperature profile.16 The following pass-
bands were used for this illustration: water vapor,
18 and 120 cm�1; N2, 20 and 134 cm�1, which corre-
spond to �0.3- and 2.0-nm passbands for 354.7-nm
excitation, as indicated in the figure. The 0.3-nm
passband approximates that of such systems as the
U.S. Department of Energy’s Raman lidar17 and the
NASA�Goddard Space Flight Center’s Scanning Ra-
man Lidar �SRL� in its daytime measurement config-
uration.18 The other temperature-sensitivity
functions, FR�r�, FO�r�, and FN�r�, are needed for cal-
culation of the aerosol scattering ratio, which is
treated below. They are also displayed with pass-
band widths that correspond to 0.3 and 2.0 nm when
354.7-nm excitation is used.

It is interesting to note that, for FN�T�r���FH�T�r��
pertinent to the calculation of water-vapor mixing
ratio, the use of a narrow passband �0.3 nm for
354.7-nm excitation� for both water-vapor and nitro-
gen channels yields a temperature sensitivity ratio
that decreases approximately 4% between the sur-

face and 11 km, whereas the use of a wide passband
�2.0 nm� for both channels yields a ratio that in-
creases approximately 0.6% over the same range.
Other combinations of passband widths and positions
can increase this effect to much larger than 5%.1 It
is apparent from this analysis that certain combina-
tions of passband center and width for the two chan-
nels can be found that yield an altitude-independent
ratio. For example, the combination of approxi-
mately 55-cm�1 passbands for both water vapor and
N2 would yield a ratio of FN�T�r���FH�T�r�� that is
independent of height.1 The error equations for the
mixing ratio are now formulated.

D. Equations for Water-Vapor Mixing Ratio Error

The random error in determining w is found by ap-
plication of standard error propagation formulas19 to
Eq. �8�. The result, which has been presented be-
fore20 but is repeated here for completeness, is

�w
2

w2 �
�k*

2

k*2 �
�Rw

2

Rw
2 �

���
2

��2 , (13)

where the abbreviation Rw 
 P��H, r��P��N, r� has
been used. The full quantification of Eq. �13� re-
quires analysis of the variation of all random factors
that go into the calibration of the water-vapor mixing
ratio. The Raman lidar calibration has been shown
to be highly stable over periods of years14,21 when
system components are not changed; thus the vari-
ance in k* can be considered to be small. Errors
introduced by uncertainties in the water-vapor mix-
ing ratio differential transmission term are studied in
Subsection 3.E, where it is shown that, by using the
Raman lidar measurement of aerosol extinction in
addition to molecular number density obtained from
radiosonde, one can keep the error in this term very
small also. Thus the random error in the ratio of the
lidar signals usually dominates the error budget.
These errors are now quantified by use of Poisson
statistics.

Recalling that the P terms in Eq. �8� are actually
background-subtracted quantities, one may reex-
press �Rw

2 �Rw
2 by using the following substitutions:

P��H, r� 
 SH � BH and P��N, r� 
 SN � BN, where
S refers to the laser-induced signals and B refers to
the background terms, as follows:

�Rw

2

Rw
2 �

�SH
2 � �BH

2

�SH � BH�2 �
�SN

2 � �BN
2

�SN � BN�2 , (14)

�Rw

2 �
�SH � BH�2

�SN � BN�2 � �SH
2 � �BH

2

�SH � BH�2 �
�SN

2 � �BN
2

�SN � BN�2� , (15)

where it is explicitly shown that there is error in the
determination of the backgrounds. Under certain
conditions, such as high background during daytime
measurements, these error sources can become sig-
nificant.

Fig. 1. Temperature-dependent ratios FN �T�r���FH �T�r�� needed
for evaluating the water-vapor mixing ratio plotted with pass-
bands for the water-vapor and N2 channels that correspond to 0.3
and 2.0 nm when they are excited by 354.7-nm radiation. For the
choice of 0.3-nm passband for both water vapor and nitrogen the
temperature-dependent ratio decreases by �4% between the sur-
face and 11 km. Narrower water-vapor passbands increase the
magnitude of this change. The temperature-dependent functions
FR, FN, and FO that are needed for calculation of the aerosol
scattering ratio are also shown for the same passband conditions.
For example, a 24-cm�1 passband for the Rayleigh–Mie signal
corresponds to 0.3 nm when 354.7-nm excitation is used.
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E. Water-Vapor Mixing Ratio Differential Transmission

The differential transmission �DT� term ����N, �H, r�
in Eq. �28� below, which accounts for the fact that the
return signals at �N and �H experience different
amounts of attenuation on their return trips from the
scattering volume, are now computed. The influ-
ence of various aerosol loadings on this calculation
are studied by use of several synthesized aerosol ex-
tinction profiles.

The synthesized profiles are shown in Fig. 2, where
each of the profiles equals zero above an altitude of 2

km. These aerosol extinction profiles, along with
the molecular extinction calculated by the techniques
outlined in part 11 with the molecular number den-
sity values from the U.S. Standard Atmosphere,16

were used for calculating the water-vapor DT profiles
shown in Fig. 3. The profiles can be considered ap-
propriate for water-vapor mixing ratio measure-
ments made with either the XeF excimer �351.1 nm�
or the tripled Nd:YAG �355 nm� laser because the DT
values differ by less than 1% for these two cases.
The aerosol optical depth, considered to be at the
laser wavelength, for each of these profiles is ob-
tained by integration of the extinction from 0 to 2 km.
The aerosol optical depths � that result are shown in
the figure. They range from a pure Rayleigh atmo-
sphere �� 
 0� to the extremely hazy value � 
 2.0.
In these plots, a range independent Angstrom coeffi-
cient of k 
 1.0 was used.

For a pure Rayleigh atmosphere the value of the
water vapor’s DT varies from 1 at the surface to ap-
proximately 0.92 at 20 km. For an aerosol optical
depth of 0.5 the range of values increases to 1.0–0.90.
As aerosol loading increases, the DT values become
smaller. Notice that the curves are all parallel
above 2 km. This comparison shows the impor-
tance, particularly under hazy conditions, of having a
simultaneous measurement of aerosol extinction for
the calculation of differential transmission.

Because the Raman lidar can be used to measure
the round-trip aerosol extinction directly, actual lidar
profiles of aerosol extinction can be used to generate
the required DT term. However, there still remains
the uncertainty in what value of k�r� to use in the
calculation of the one-way aerosol extinction because
variations in k influence the Raman-derived extinc-
tion.1,12 Additional aerosol information such as pro-
vided by a sunphotometer, although it is limited to

Fig. 2. Five synthesized aerosol extinction profiles to test the
influence of various aerosol loadings on the calculation of DT. The
aerosol optical depth of the profiles ranges from � 
 0 �pure Ray-
leigh� to � 
 2.0 �extremely hazy�. All profiles equal 0 above 2.0
km.

Fig. 3. Differential transmission term for calculation of the
water-vapor mixing ratio when the XeF excimer laser �351.1 nm� or
the Nd:YAG laser �354.7 nm� is used. Various modeled aerosol
loadings ranging from a pure Rayleigh atmosphere to extremely
hazy �� 
 2.0� are considered. Changes in aerosol optical depth of
0.5 change the DT by approximately 2%.

Fig. 4. DT profile for calculation of the water-vapor mixing ratio
for an aerosol optical depth of 1.0; the Angstrom coefficient is
allowed to vary from 0.8 to 1.2. The DT term changes by less than
2% over this range of k. The profiles are appropriate for a laser
output wavelength of 351–355 nm.
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total column averages, can be useful in this analysis.
To test the sensitivity of the differential transmission
to changes in Angstrom coefficient k for an upward-
looking system with an output wavelength of 351–
355 nm, Fig. 4 was generated by use of various values
of k for an aerosol optical depth of 1.0. Varying k
from 0.8 to 1.2 causes less than a 2% change in the
DT. The relatively low sensitivity of the differential
transmission to variations in k implies that varia-
tions in k�r� within the column will have a small
influence on the profile of DT under most circum-
stances.

The doubled Nd:YAG laser ��532 nm� is a less
popular choice for making water-vapor mixing ratio
measurements than UV lasers such as the tripled
Nd:YAG ��355 nm� for several reasons, including the
reduced Raman scattering cross section, lower effi-
ciency of detectors for use at the water-vapor shifted
wavelength of �660 nm, and the fact that water va-
por absorbs weakly at 660 nm but not at 607 nm.
This difference in absorption between 607 and 660
nm implies that the calculation of the DT that is
needed in Eq. �8� must account for both scattering
and absorption. A radiative transfer model such as
Modtran22 can be used for this calculation. With the
doubled Nd:YAG exciting wavelength ��532 nm�, the
DT at 20 km due only to molecular and aerosol scat-
tering will change from �0.98 for a pure Rayleigh
atmosphere to �0.92, assuming an aerosol thickness
of � 
 1.0. However, absorption due to water vapor
will decrease these values of DT at 20 km by as much
as 1%, as determined by Modtran calculations that
use the standard tropical atmosphere. To obtain the
DT profile with the highest accuracy would require
an iteration because in the Raman lidar equation,
water vapor is responsible for both backscatter and
extinction.

F. Calibration of Raman Lidar Water-Vapor Mixing Ratio

The issue of lidar calibration is important because
calibration is the process that leads to useful meteo-
rological quantities. Various approaches have been

taken in the effort to calibrate the water-vapor mea-
surements of a Raman lidar system. Among them
are �1� an atmospheric calibration, assuming satura-
tion at cloud base,23 �2� comparison with another
water-vapor sensor such as a radiosonde21 or a mi-
crowave radiometer,14 and �3� a first-principles cali-
bration that accounts for the total efficiency of
transmitting photons through the atmosphere, scat-
tering them off the molecules of interest and then
detecting them with the lidar receiver system.8,24

1. Calibration with Respect to Other Water-Vapor
Sensors and at the Base of Clouds
The NASA�Goddard Space Flight Center Scanning
Raman Lidar �SRL� was stationed on Andros Island,
Bahamas, during July–September 1998 for the third
convection and moisture �CAMEX-3� hurricane study
program.23 At the time of that deployment, the SRL
used a XeF excimer laser �351 nm�, a 0.76-m tele-
scope, and high- and low-range photomultiplier tubes
to measure each of the Rayleigh–Mie, oxygen, nitro-
gen, and water-vapor signals.18 The passbands of
the water-vapor and nitrogen channels were 8.6 and
8.0 nm, respectively. It is important to note that use
of such wide spectral passbands essentially elimi-
nates the issues relating to temperature sensitivity
studied here.25

The final SRL water-vapor mixing ratio calibration
constant for the CAMEX-3 campaign was derived in
two ways that resulted in nearly identical values.
One was through the use of 31 Vaisala RS-80 radio-
sonde comparisons, in which the radiosondes were
corrected for the known dry bias in the sondes.26,27

The other technique was based on a set of lidar water-
vapor and radiosonde temperature measurements
made at the base of marine boundary layer cumulus
clouds, assuming that saturation obtained at cloud
base.23 The mean calibration constant derived by
these two techniques differed by less than 1%, indi-
cating that, at least for the CAMEX-3 campaign, the
Vaisala dry bias correction performed well. The
standard deviation of the cloud-base-derived calibra-

Fig. 5. Comparison of a 10-min SRL water-vapor mixing ratio profile with radiosonde shown with a linear scale at the left and a log scale
at the right. The SRL water-vapor calibration was determined through a best-fit procedure between the lidar and the radiosonde at 1–3
km. The radiosonde was launched at 0022 UT.
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tion constant was 3%, whereas that of the
radiosonde-derived calibration constant was 5%, in-
dicating that the cloud base technique was a more
stable calibration source than the radiosonde.

An example of a lidar–radiosonde comparison is
shown in Fig. 5 for data acquired over a 10-min period
on 22 August 1998 at Andros Island during the
CAMEX-3 program. The lidar calibration constant,
k*, from relation �10� and determined by the cloud
base calibration technique was �0.204. Using this
value of k* in Eq. �8� produces the lidar water vapor
mixing ratio in units of kilograms of water vapor per
kilogram of dry air. The units of mixing ratio typi-
cally used in these plots, however, are grams of water
vapor per kilogram of dry air �g�kg�, which we obtain
by multiplying k* by 1000. It is interesting to note
that the calibration value of 0.204 indicates that,
from relation �10�, the ratio of lidar system efficien-
cies is ���N�����H� 
 0.204�0.22 � 0.93. In other
words, at the time of the CAMEX-3 deployment the
SRL optical detection system had �7% higher effi-
ciency in the water-vapor channel than in the N2
channel. This is the result of an optical design that
maximized the transmission of the water-vapor
wavelength at the expense of the other �stronger�
signals such as N2.

The data are shown in the figure both on a linear
scale at the left and on a log scale at the right. The
linear scale shows the discrepancy between the lidar
and the radiosonde in the first kilometer, with the
radiosonde showing a low-level moisture inversion.
This may be a real event in the atmosphere, or it
could be an indication that the radiosonde has re-
quired some time to equilibrate to the environment,28

or it could be an unresolved overlap issue in the lidar
system. The log scale at the right in Fig. 5 shows the
good agreement of the two sensors in the upper re-
gions of the profile where mixing ratio values ap-
proach 0.1 g�kg. The lidar data at the left are
plotted with 75-m vertical resolution. The lidar
data at the right use 75-m resolution below 6 km,
225 m resolution from 6 to 8 km, and 375 m above 8
km. In general the random error increases with
height and reaches approximately 20% at 10 km.

Another method of calibration is that used by the U.S.
Department of Energy’s Cloud and Radiation Testbed
�CART� Raman lidar �CARL�, which is calibrated by com-
parison of the total precipitable water of the lidar profile
and that of a collocated microwave radiometer.14 The
calibration constant derived from this technique has
proved to be stable. Between August 1998 and January
2000 the standard deviation of the CARL calibration con-
stant was 3%, whereas the standard error of this con-
stant was 0.04%,29 thus demonstrating that, if no
changes are made to a Raman water-vapor lidar system,
stable long-term calibration is possible.

2. First-Principles Raman Water-Vapor Lidar
Calibration
Examination of relation �8� indicates that a first-
principles Raman water-vapor lidar calibration re-
quires knowledge of the ratio of transmissions of the

lidar water-vapor and N2 channels, the ratio of Ra-
man scattering cross sections from N2 �or O2� and
water vapor, the temperature-dependent functions,
and the DT. So far in this paper we have discussed
ways in which to determine the two last-named quan-
tities with accuracies of approximately 1–2%. To
pursue an absolute calibration we must quantify the
ratio of lidar channel transmissions and the ratio of
Raman cross sections with accuracy as well.

The efficiency ratio ���N�����H� can be determined
with high accuracy through the use of a blackbody
calibration lamp. For example, UV calibration
lamps that are traceable to the National Institutes of
Standards and Technology with 2% accuracy are eas-
ily available. The 2% uncertainty in the intensity of
the lamp source is due to the uncertainty in the ef-
fective color temperature of the lamp, which for a 2%
error in intensity is �5 K. However, it is the ratio of
intensities at �N and �H that is needed for the Raman
lidar calibration, and a lamp with 2% absolute accu-
racy can be used to quantify the ratio of intensities at
two closely spaced wavelengths such as �N and �H to
within �0.1%. Therefore a highly accurate calibra-
tion source is available for quantifying ���N�����H�.

Knowledge of the ratio of cross sections �d�N����
d����d�H����d�� is limited by the fact that the best
available laboratory measurements of the water-
vapor cross section date from 1976 and have an un-
certainty of �10%.30 Therefore any absolute
calibration effort that relies on the currently avail-
able Raman cross sections for N2 and water vapor will
have a total error that exceeds 10%. The first doc-
umented effort to perform an absolute Raman water-
vapor calibration was made by Vaughan et al.8
Their effort resulted in an error estimate of 12%,
whereas the more recent effort of Sherlock et al.24

estimated a total error of 12–14%. The largest un-
certainty in both of these efforts was in the knowl-
edge of the Raman cross-section ratio for N2 and
water vapor.

The relative line strengths in the Raman spectra
from water vapor,31 N2 and O2

32–34 can now be mod-
eled with high precision. This ability, coupled with
an accurate measurement of ���N�����H� for the lidar
system and an accurate calibration with respect to
another sensor, could potentially be used to improve
the knowledge of the ratio of N2 and water-vapor
cross sections. For example, the standard error of
the CARL calibration constant with respect to the
U.S. Department of Energy’s Atmospheric Radiation
Measurement �ARM� microwave radiometer, which
is believed to possess an absolute water-vapor accu-
racy of better than 4% for precipitable water amounts
in excess of 1 cm,35 is 0.04%. In other words, the
CART Raman lidar calibration is highly stable and
well determined. That, coupled with the high rela-
tive accuracy in the line strengths of the Raman
water-vapor and N2 spectra available through mod-
eling, implies that stable, long-term measurements of
the lidar calibration constant such as those of the
CART Raman lidar, coupled with radiometric mea-
surements of the optical transmission efficiency,
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could be used to improve the knowledge of the atmo-
spheric cross-section ratio �d�N����d����d�H����d��.
Measurement of the cross-section ratio with an accu-
racy of 4–5% appears possible. Therefore it seems
feasible that an absolute Raman water-vapor lidar
calibration could be performed in the future with to-
tal error of perhaps 5–7% by use of this approach.

4. Aerosol Scattering Ratio

A. Definitions

The aerosol scattering ratio is used to quantify the
ratio of aerosol �or Mie scattering� to molecular scat-
tering. It is defined as the ratio of the volume back-
scatter coefficients for total �molecular plus aerosol�
scattering to pure molecular scattering and can be
expressed as

���L, r� �
��

tot��L, r�

��
mol��L, r�

�
��

mol��L, r� � ��
aer��L, r�

��
mol��L, r�

� 1 �
��

aer��L, r�

��
mol��L, r�

, (16)

where the volume backscatter coefficient for mole-
cules ��

mol��L, r� is given by Nmol�r�d�mol����d�.1

B. Formulation of the Equations for Aerosol Scattering
Ratio

The Raman lidar is able to quantify the aerosol scat-
tering ratio in a more direct manner than are
Rayleigh–Mie lidar systems. The Raman lidar mea-
sures a signal that is proportional to the molecular
nitrogen �or oxygen� density. This signal can be
used as a direct quantification of the denominator
needed in Eq. �16�. A simple Rayleigh–Mie lidar has
no such signal and must resort to inversions to de-
termine this ratio.

The calculation of the aerosol scattering ratio from
the basic Raman lidar signals is now described.
Forming the ratio of Eqs. �1� and �2� for the
background-subtracted lidar-received power at laser
wavelength �L and at Raman N2 wavelength �N
yields

The Raman backscatter coefficient for N2 mole-
cules is ��

N��L, r� 
 NN�r�d�N����d� and is propor-
tional to the Rayleigh backscattering coefficient for
air because N2 is well mixed in the lower atmosphere.
This fact can be expressed as

��
N��L, r� � CN��

mol��L, r�. (19)

If the Raman O2 signal is used to normalize the scat-
tering ratio, then the following equation pertains:

��
O��L, r� � CO��

mol��L, r�. (20)

The proportionality factor CN in Eq. �19� can be
calculated for the use of different laser sources by
scaling of cross-section values from 337.1 nm �Ref. 15�
and from the fact that N2 and O2 form �0.78 and
�0.21 of the atmosphere, respectively, as follows:

CN��L � 351� �
1

0.78
��

N��L � 351, r�

��
mol��L � 351, r�

�
1

0.78
2.9 � 10�30

3.3 � 10�27 � 1.1 � 10�3, (21)

CN��L � 355� �
1

0.78
��

N��L � 355, r�

��
mol��L � 355, r�

�
1

0.78
2.8 � 10�30

3.2 � 10�27 � 1.1 � 10�3, (22)

CN��L � 532� �
1

0.78
��

N��L � 532, r�

��
mol��L � 532, r�

�
1

0.78
4.6 � 10�31

6.3 � 10�28 � 9.4 � 10�4. (23)

The appropriate constants for use of the Raman O2 in
normalizing the scattering ratio are

CO��L � 351� �
1

0.21
��

O��L � 351, r�

��
mol��L � 351, r�

�
1

0.21
3.9 � 10�30

3.3 � 10�27 � 5.6 � 10�3, (24)

CO��L � 355� �
1

0.21
��

O��L � 355, r�

��
mol��L � 355, r�

�
1

0.21
3.7 � 10�30

3.2 � 10�27 � 5.6 � 10�3, (25)

CO��L � 532� �
1

0.21
��

O��L � 532, r�

��
mol��L � 532, r�

�
1

0.21
6.5 � 10�31

6.3 � 10�28 � 4.9 � 10�3. (26)

Equations �18� and �19� can now be combined to

P���R, r�

P���N, r�
�

OR�r�

ON�r�

���L�

���N�

FR�T�r����
mol��L, r� � ��

aer��L, r�

FN�T�r��NN�r��d�N����d��
exp�� 

0

r

�	��L, r�� � 	��N, r���dr�� (17)

�
OR�r�

ON�r�

���L�

���N�

FR�T�r����
mol��L, r� � ��

aer��L, r�

FN�T�r��NN�r��d�N����d��
����L, �N, r�. (18)
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yield an expression for ���L, r�. The result is

���L, r� � 1 �
��

aer��L, r�

��
mol��L, r�

� CN��L� FN�T�r��

�
ON�r�

OR�r�

���N�

���L�

P���R, r�

P���N, r�
����N, �L, r�

� FR�T�r��. (27)

A similar expression can be derived for the use of
Raman O2 as the normalizing signal in the scatter-
ingratio. Absorbing the overlap and efficiencies
from Eq. �27� into a new term, C*N��L, r�, yields

���L, r� � 1 � C*N��L, r� FN�T�r��
P���L, r�

P���N, r�

� ����N, �L, r� � FR�T�r��, (28)

C*N��L, r� � CN��L�
ON�r�

OR�r�

���N�

���L�
. (29)

Because in Eq. �18� FR�T�r�� multiplies only
��

mol��L, r� and not ��
aer��L, r�, the result achieved in

Eq. �28� for the aerosol scattering ratio is not simply
a temperature-dependent factor times the traditional
result,9,12–14 as it was for the water-vapor mixing ra-
tio. The effect of the temperature-dependent func-
tions in Eq. �28� is discussed in Subsection 4.F.1
below, which concerns atmospheric calibration of the
aerosol scattering ratio.

C. Temperature-Sensitivity Factors for the Scattering
Ratio Calculation

The temperature-sensitivity functions FR�r�, FO�r�,
and FN�r� needed for evaluating Eq. �28� were shown in
Fig. 1. FO�r� was included in the figure because the
Raman signal from molecular oxygen can be used
equally well in forming the aerosol scattering ratio.
There is an advantage in doing so when it comes to
calculating the differential transmission function, as
will be shown presently. In general, FX�r��d�X����
d�� quantifies the effective molecular cross section
consistent with the use of a monochromatic optical
efficiency term ���X� in the lidar equation. A nar-
rower passband transmits less of the rotational �or
vibrational–rotational� Raman lines and thus less of
the total cross section. In the case of O2, the fraction
of total cross section that is present in the vibrational–
rotational lines is larger than for N2, as shown in Fig.
1. Thus, for comparable temperatures and passband
widths, FO�r� has a smaller value than FN�r�. The
evaluation of the calibration constant C*N,O��L, r� and
the DT term is discussed after the error equations are
developed.

D. Equations for Aerosol Scattering Ratio Error

The random component of the error in determining
���L, r� is given by application of standard error
propagation formulas19 to Eq. �28�. The result is

��
2

�2 �
�C*N

2

CN
*2 �

�A
2

A2 �
���

2

��2 , (30)

��
2 � T 2��C*N

2

CN
*2 �

�FN

2

FN
2 �

�A
2

A2 �
���

2

��2� � �FR

2 , (31)

where the following shorthand notation has been
used:

T � C*N��L, r� FN�T�r��A����N, �L, r�, (32)

A �
P���R, r�

P���N, r�
, (33)

where A represents the ratio of the background-
subtracted lidar signals, P���R, r��P���N, r�, in Eq.
�28�. Variations in the calibration factor, C*N��L, r�,
and in the differential transmission, ��, are studied
below. It is shown that the atmosphere offers a nat-
ural calibration tool that permits accurate scattering
ratio calibrations. Furthermore, errors in the DT
term can be kept small through a direct measure-
ment of aerosol extinction. Quantifying the error in
the knowledge of the temperature-sensitivity func-
tions FN�T� �or FO�T�� and FR�T� is rather complex
because the error is related to the uncertainty in the
passband shape, the atmospheric temperature, and
the spectrum of the molecular feature that is being
measured. However, the overall effect of both of
these temperature-dependent functions on calcula-
tion of the scattering ratio is of the order of 10%.
The uncertainty in the calculation of the
temperature-dependent functions can be made less
than 10%, implying that the contribution of the tem-
perature dependence to the error budget can be kept
below 1%. Therefore the random error in calcula-
tion of the scattering ratio is typically dominated by
the uncertainty in the lidar signals themselves.
Therefore, quantifying the standard error in the aero-
sol scattering ratio as being determined by the ran-
dom error in the lidar signals is a good
approximation. The equations are

��
2

�2 �
�SL

2 � �BL
2

�SL � BL�2 �
�SN

2 � �BN
2

�SN � BN�2 , (34)

��
2 �

�SL � BL�2

�SN � BN�2 � �SL
2 � �BL

2

�SL � BL�2 �
�SN

2 � �BN
2

�SN � BN�2� , (35)

where the subscripts L and N refer to the signals at
the laser wavelength and at the Raman-shifted N2
wavelength, respectively. A point to note here is
that the errors in the determination of the back-
grounds, �BL

2 and �BN
2 , propagate into the total error

in the aerosol scattering ratio calculation in the same
way as for the water-vapor mixing ratio calculation.
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E. Aerosol Scattering Ratio Differential Transmission

The DT term ����N, �L, r� in Eq. �28�, which accounts
for the fact that the return signals at �L and �N
experience different attenuations on their return
trips from the scattering volume, are now computed.
The influence of various aerosol loadings on this cal-
culation are studied; the same synthesized aerosol
extinction profiles shown in Fig. 2 that were used for
the calculation of water-vapor differential transmis-
sion are used here.

The DT functions that result from using these aero-
sol extinction profiles and the molecular extinction
calculated with the U.S. Standard Atmosphere den-
sity profile16 are shown in Fig. 6 for the use of the XeF
excimer �351-nm� or the tripled Nd:YAG �354.7-nm�
laser. The DT function that pertains to the use of
the Raman N2 signal in calculation of the aerosol
scattering ratio is shown at the left, and that for O2 is
shown at the right. As stated above, the use of the
O2 signal in the scattering ratio calculation has an
advantage because the DT is smaller.

For a moderately turbid value of aerosol optical
depth of 0.5 �at 351–355 nm�, the DT term changes by
less than 5% at 20 km from the pure Rayleigh value
for the use of either the N2 or the O2 signal. How-
ever, under the extremely hazy conditions of an aero-
sol optical depth of 2.0, the value of the DT term
increases to approximately 1.4 �1.25� at 20 km from
its pure Rayleigh value of approximately 1.15 �1.12�
when the Raman N2 �O2� signal is used in the scat-
tering ratio calculation. The DT curves are essen-
tially parallel to each other above 2 km, as in the case
of the water-vapor calculation shown above, because
the aerosols are confined to a region below 2 km in the
synthetic profiles.

The value chosen for the Angstrom coefficient influ-
ences the calculation of the differential transmission
term, as shown in Fig. 7 for an exciting wavelength of
351–355 nm. Varying the Angstrom coefficient over a
range of 0.8–1.2 for an aerosol optical depth of 1.0
causes a 4% change in the DT term needed when the
Raman N2 signal is used in the scattering ratio calcu-

lation. Thus, under hazy conditions, a knowledge of
the wavelength scaling of the aerosols present, such as
can be obtained with a sunphotometer, can help to
reduce the uncertainty in this term. �However, a sun-
photometer yields only the column average Angstrom
coefficient. A multiwavelength lidar36,37 can be used
to quantify the Angstrom coefficient as a function of
range, but this subject is beyond the scope of the
present treatment, which is confined to a single output
laser wavelength.�

The DT profiles for use with the doubled ��532-
nm� and tripled ��355-nm� Nd:YAG are shown in
Fig. 8 for use of both Raman N2 �left� and O2 �right�
in the denominator. Three situations are consid-
ered: �1� a pure Rayleigh atmosphere, �2� an aerosol
optical depth of 1.0 at both 355 and 532 nm, and �3�
aerosol optical depths of 1.0 at 355 and 0.67 at 532
nm. The last-named example is provided as a more

Fig. 6. DT profiles required for the aerosol scattering ratio with either Raman N2 �left� or O2 �right� for a range of optical depths. The
laser wavelength simulated is 351.1 nm. The profiles for 354.7-nm excitation are very similar. Increasing the optical depth makes the
differential transmission term larger with height. � 
 0 indicates pure molecular scattering; � 
 2.0 would indicate very hazy conditions.
The standard atmosphere has been used in calculating the molecular extinction.

Fig. 7. Sensitivity of the aerosol scattering ratio DT profile to the
wavelength scaling of aerosol extinction, assuming use of 351–
355-nm excitation. For an aerosol optical depth of 1.0, the aerosol
DT term is plotted for k 
 0.8, 1.0, 1.2. The DT term changes by
approximately 4% over this range.
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realistic comparison of the DT profile for the two laser
sources operated under the same atmospheric condi-
tions. The advantage of the Raman O2 signal for the
aerosol scattering ratio is again clear. As a general
statement, the DT when O2 is used in the denomina-
tor is approximately 60% of the value when N2 is
used. For either O2 or N2 the DT for a pure Rayleigh
atmosphere is much less for the doubled Nd:YAG
��532 nm� than for the tripled Nd:YAG ��355 nm�
�less DT means that the values are closer to 1.0�.
When aerosol loading is considered, the DT within the
aerosol regions is more similar between the two output
wavelengths than in the aerosol-free atmosphere.
For � 
 1.0, with either O2 or N2 in the denominator,
the DT within the first 2 km is actually larger for the
532-nm output than for the 355-nm output. This is so
because of the larger wavelength separation of the
Rayleigh–Mie and Raman N2 �or O2� wavelengths
when they are excited at 532 nm than at 355 nm and
the assumption in these plots that aerosol scattering
scales as ��1 whereas molecular scattering scales ap-
proximately as ��4. However, a value of aerosol op-
tical depth of 0.67 at 532 nm is consistent with an
aerosol optical thickness of 1.0 at 355 nm and an Ang-
strom coefficient of 1.0. The use of � 
 0.67 at 532 nm
yields slightly smaller DT values when using � 
 1.0 at
355 nm.

F. Atmospheric Calibration of the Aerosol Scattering
Ratio

The atmosphere offers a natural calibration tool for
determining the factor C*N,O��L, r� in Eq. �28�. Rus-
sell et al.38,39 demonstrated that, in nonvolcanic con-
ditions and in the absence of desert dust or clouds,
there are few aerosols present in the free troposphere
�above the boundary layer but below the tropopause�.
They showed that the minimum value of aerosol scat-
tering ratio �min��� for a wavelength of 690 nm is not
greater than 1.02. Using this value of �min��� and a
��4 dependence for Rayleigh scattering and assum-
ing a ��k dependence in aerosol scattering coefficient
�considered constant as a function of range� imply

that the correct value of �min��� can be determined in
the following manner.

The wavelength scaling of the Rayleigh and Mie
backscattering coefficients may be expressed as

��
mol��1, r�

��
mol��2, r�

� ��2

�1
�4

, (36)

��
aer��1, r�

��
aer��2, r�

� ��2

�1
�k

. (37)

Given that the aerosol scattering ratio at wavelength
�1 is

���1, r� � 1 �
��

aer��1, r�

��
mol��1, r�

, (38)

Eqs. �36�–�38� can now be used to scale the scattering
ratio to different wavelengths. Therefore at �2 the
following equation pertains:

���2, r� � 1 �
��1��2�

k��
aer��1, r�

��1��2�
4��

mol��1, r�

� 1 �
��

aer��1, r�

��1��2�
4�k��

mol��1, r�
. (39)

Using now the values �1 
 690 nm, �2 � 350 nm,
�min �690, r� 
 1.02, and k 
 1 yields �min �350, r� �
1.003. The Angstrom coefficient, k, generally varies
between the extremes of approximately 0 and 2.
Even assuming the maximum value of k 
 2, �min
�350, r� � 1.005. Because of the very small value of
�min �� 
 350, r� for all values of k, one can calculate
the aerosol backscattering ratio by assuming that the
minimum value of backscattering ratio that a UV
Raman lidar measures from 6 to 10 km corresponds
to an aerosol backscattering ratio of 1.0. The error
in this assumption is much less than 1%. For a
visible Raman lidar operating at 532 nm, however,
the appropriate normalization value is �min �532, r�
� 1.01.

Although the atmosphere offers a convenient cali-

Fig. 8. DT profiles for the aerosol scattering ratio calculation with either the doubled ��532-nm� or the tripled ��355-nm� Nd:YAG laser.
The atmospheric conditions considered are pure Rayleigh, an aerosol optical thickness of 1.0, and an aerosol optical thickness of 0.67 at
532 nm. This last-named case simulates measurements at the two laser wavelengths under similar atmospheric conditions. For the
cases shown, differential aerosol extinction is responsible for more of the total DT at 532 nm than is the differential molecular extinction.
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bration source for calculation of the aerosol scattering
ratio, the inclusion of the temperature-sensitive func-
tions in Eq. �28� changes this calculation significantly
from what has traditionally been done with Raman
lidar.9,13 This effect is now discussed.

1. Effect of the Temperature-Sensitivity Functions
After the DT functions are applied as shown above
and FN�T� �or FO�T�� and FR�T� in Eq. �28� are ac-
counted for, C*N ��L, r� is chosen such that the value
of Eq. �28� is 1.0 in a region of the atmosphere that is
free of aerosols. FN�T�r�� is a multiplicative factor
implying that, in addition to changing the required
calibration constant, changes in the value of FN be-
tween the reference point �typically �8 km� and
where the scattering ratio calculation is being per-
formed affect the calculated scattering ratio. For
example, the use of a 75-cm�1 �100-cm�1� width pass-
band implies1 that the value of FN�T� �FO�T�� changes
between the surface and 8 km by approximately 0.8%
�1.7%�, assuming a 50-K temperature difference.
Inasmuch as FN�T� and FO�T� increase with height,
the effect on scattering ratios measured in the bound-
ary layer is to decrease the value compared with that
derived with the traditional technique that does not
account for these temperature-related changes.

The additive term FR�T� has a relatively small per-
centage effect on scattering ratio value �. However,
the aerosol backscatter coefficient is proportional to
� � 1, so relatively small values of FR�T� can have a
large effect on the backscatter coefficient. The situ-
ation is quite similar to that of a high-spectral-
resolution lidar in which the rotational Raman lines
are excluded40 from the measurement, and a correc-
tion must be made for the excluded part of the cross
section. Both changes in the value of FR�T� with
height and its absolute value affect the calculation of
�. For example, if an �25-cm�1 passband is used to
measure the Rayleigh–Mie signal,1 Fig. 1 indicates
that the value of FR�T� is �0.97 and is nearly height
independent. The influence of the temperature-
dependent effects on the calculation of the aerosol
backscatter coefficient �to be discussed in Section 4.G�
is shown in Fig. 9. The percentage error in � ��L, r�
�calculated as ��new � �old���new, where �new includes
the temperature effects and �old does not� due to the
exclusion of the temperature-dependent effects con-
sidered here is plotted against the aerosol-scattering
ratio calculated in the traditional manner that ex-
cludes the temperature-dependent effects. The case
simulated is for an �100 cm�1-wide Raman nitrogen
passband and an �25-cm�1-wide Rayleigh–Mie pass-
band. It is clear from the figure that the error in the
aerosol backscatter coefficient increases sharply as
the scattering ratio decreases. If the traditional
techniques are used, the figure indicates that for a
scattering ratio of 1.2 �1.1�, the calculated backscatter
coefficient will be �12% ��25%� too large for this
combination of passbands. This result implies that
previous analyses of narrow spectral band Raman
lidar measurements of aerosol backscattering have a
positive bias that increases as aerosol loading de-

creases. The fractional error in the extinction-to-
backscatter ratio will essentially be the same.

2. Calibration Using an Aerosol-Free Region of the
Atmosphere
The determination of the aerosol scattering ratio
from Eq. �28� is illustrated in Fig. 10 by use of SRL
data acquired during the night of 22 August 1998 at
Andros Island, Bahamas, over a 10-min period. The
use of wideband filters for this measurement implies,
as in the case for the water-vapor mixing ratio profile
considered in Subsection 3.G, that the temperature
functions have negligible effect. The quantity
FN�r�P��L, r��P��N, r� � FR�r� is plotted as a solid
curve. The profile slopes toward smaller values as
altitude increases because of the DT of the two lidar
wavelengths: 351.1 nm for aerosol and 382.3 nm for
nitrogen in this example. Because of the wide spec-
tral filters in use for these XeF excimer laser �351-
nm� based measurements,18,25 both FN�r� and FR�r�
are approximately equal to 1.0, unlike in the case of
a narrow-passband system. Multiplying by the dif-
ferential transmission term ����N, �L, r� in Eq. �28�
yields the dashed curve shown. We can now deter-
mine C*N ��L 
 351, r� by normalizing the profile to a
value of 1.0 in an aerosol-free value region of the
atmosphere. As described above, the region from 6
to 10 km is used for this normalization. The

Fig. 9. Errors introduced in the calculation of the aerosol back-
scatter coefficient created by ignoring the temperature-dependent
functions is explored here for an �100-cm�1-wide Raman N2 pass-
band and an �25-cm�1-wide Rayleigh–Mie passband. The per-
centage error in the backscatter coefficient is plotted against the
traditional aerosol scattering ratio values. For this choice of pass-
band widths, the error in the quantification of the aerosol back-
scatter coefficient exceeds 10% for all traditional scattering ratios
less than �1.25. This implies that there is a positive bias to
aerosol backscatter determination by use of narrowband detection
if the temperature functions are not accounted for.
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dashed–dotted curve then is the fully processed aero-
sol backscattering ratio ��

tot ��L, r����
R ��L, r� with

errors calculated from relation �34�. From the pro-
files, one can see small amounts of aerosol scattering
present near the surface, with scattering ratios
reaching �1.5. Cirrus clouds can be seen at 13–14
km, where the values are greater than 2.

From this example, C*N ��L 
 351, r� has a value of
approximately 0.65 outside the overlap region. In view
of Eq. �29�, this value of C*N ��L 
 351, r� implies that the
ratio of transmission efficiencies, � ��N��� ��L�, must be of
the order of 103. In fact, these data were acquired with
an ND3 �transmission, 10�3� neutral-density filter in-
stalled in the Rayleigh–Mie channel to allow the signal to
be acquired by use of photon counting electronics. This
example illustrates that an absolute calibration of the
aerosol scattering ratio by use of the equations outlined
here and a radiometric determination of the transmis-
sion efficiency ratio of the lidar channels will be possible.
The Rayleigh and Raman N2 �or O2� cross sections are
known to better than 5% accuracy, eliminating the larg-
est error source that is present in the similar attempt to
calibrate the water-vapor mixing ratio. The aerosol
backscattering coefficient can now be calculated from the
aerosol scattering ratio.

G. Aerosol Backscattering Coefficient

The aerosol backscatter coefficient is easily deter-
mined from Eq. �16�:

�aer��L, z� � ��
mol��L, z�����L, z� � 1�. (40)

Figure 11 shows the aerosol backscatter coefficient
that corresponds to the aerosol scattering ratio given
in Fig. 10. The errors plotted are those that are due
to the random error in the aerosol scattering ratio
given by relation �34�.

In terms of backscatter coefficient, which gives the
intensity of light backscattered per incident photon,
the tropospheric aerosols yield higher values than the
cirrus cloud. In terms of the aerosol scattering ratio
given in Fig. 10, however, the scattering ratio of the
cloud is larger than that for the tropospheric aerosols.
So, although the cirrus cloud has a lower probability
of backscattering an incident photon than does the
tropospheric aerosol layer, the ratio of scattering
from the cirrus clouds and from molecules at the
height of the cirrus cloud is greater than the corre-
sponding ratio for the tropospheric aerosols.

H. Extinction-to-Backscatter Ratio

The ratio of aerosol extinction to backscatter is an
important optical parameter that can yield informa-
tion about the physical nature of aerosols. For ex-
ample, quantification of this ratio is useful for the
study of growth of aerosols as a function of relative
humidity.12 Aerosol backscatter data from 26 Au-
gust 1998 are shown in Fig. 12. Data acquired at an
angle of 10° above the horizon on that night were
used to improve the vertical resolution. This entails
assuming horizontal homogeneity and mapping the
data acquired at an angle into the vertical, which
permits retrievals of both extinction and backscatter-
ing to lower altitudes than is possible with vertical
measurements only.

In general during the CAMEX-3 campaign,23 the
top of the marine boundary layer was observed to be
at �1 km, as indicated by a roughly constant water-
vapor mixing ratio. A signature can be seen in the
aerosol data at this altitude that likely indicates the

Fig. 10. Steps in the evaluation of Eq. �28� by use of data acquired
by the SRL over a 10-min period on the night of 22 August 1998.
The raw lidar quantity FN�T�r��P��L, r��P��N, r�����N, �L, r� �
FR�T�r�� is shown. The dashed curve is the same quantity after
the first term has been multiplied by the DT profile �� ��N, �L, r�
calculated from Eq. �28� from actual lidar aerosol extinction data
and the molecular number density from a radiosonde. Finally the
value of C*N as determined by normalizing the curve from 6 to 10
km, where aerosol scattering is negligible is shown. The final
curve is the fully processed aerosol backscattering ratio given by
��

tot ��L, r����
R��L, r�. The random error in the final signal is also

shown.

Fig. 11. Aerosol backscattering coefficient calculated on the night
of 22 August 1998. Tropospheric aerosols can be seen up to alti-
tudes of approximately 3 km, whereas a cirrus cloud layer is ap-
parent from 13 to 15 km.
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top of the marine boundary layer. Above this layer
the backscattering that is due to aerosols increases
slightly, which is consistent with a change in aerosol
composition. The same signature can be seen in the
extinction-to-backscatter ratio �Sa�. This ratio is
formed by use of the data shown in Fig. 6 of part 1 and
in Fig. 12 here. The result is plotted in Fig. 13.
The error bars plotted for Sa are determined from
standard error propagation techniques based on the
error equations for extinction and backscattering pre-
sented above. The relative decrease in Sa above 1
km is another indication of a change in aerosol type.

This could be an indication of the presence of differ-
ent aerosol types that have been transported aloft
from different locations rather than of local aerosols
that swelled within the marine boundary layer.

The increase in extinction-to-backscatter ratio up
to an altitude of 1 km, the height of the marine
boundary layer, could be an indication of aerosol
swelling. Such swelling is often seen as height in-
creases inside a well-mixed boundary layer. Aero-
sols begin to swell when the relative humidity
increases above �70%.41 Inasmuch as a well-mixed
boundary layer should have a relatively constant
mixing ratio and the mixing ratio is a conserved
quantity, as a parcel of air cools within the boundary
layer the relative humidity of the parcel will increase.
Atmospheric temperature typically decreases with
altitude; thus the relative humidity is often seen to
increase with altitude in the boundary layer. When
the relative humidity exceeds �70%, one can expect
aerosol swelling to commence if the aerosol had not
previously been hydrated, in which case swelling
could occur at lower relative humidities. The in-
crease in Sa from 0.5 to 1.0 km could be due to in-
creases in relative humidity above the threshold
value of 70%. In fact, measurements of atmospheric
temperature made by the Atmospheric Emitted Ra-
diance interferometer �AERI�42 coupled with the lidar
mixing ratio measurements indicated that relative
humidities exceeded 70% between approximately 0.4
and 1.1 km, supporting the conclusion that the in-
crease in Sa between 1.0 km is due to aerosol growth.

5. Summary and Conclusions

In this paper, which is the second of a two-part anal-
ysis of the traditional Raman lidar measurements of
water vapor and aerosols, the temperature-
dependent forms of the lidar equations that were de-
veloped in part 11 have been used to derive equations
for the water-vapor mixing ratio, the aerosol scatter-
ing ratio, the aerosol backscatter coefficient, and the
aerosol extinction-to-backscatter ratio. The appro-
priate error equations were also derived for these
quantities. The effect of the change of intensity of
Raman rotational and vibrational–rotational lines
versus temperature were simulated by use of Gauss-
ian functions for different passband widths. The
current ability to model the Rayleigh, Raman water
vapor, N2, and O2 spectra accurately, coupled with
accurate measurements of lidar system transmission
characteristics made with a calibration lamp, imply
that absolute calibration of both water vapor and
aerosol backscattering measurements is possible.
An accurate water-vapor calibration will require im-
proved knowledge of the ratio of Raman N2 and
water-vapor cross sections, although that may be
achievable by careful calibration of the U.S. Depart-
ment of Energy Raman lidar system. An accurate
absolute calibration of aerosol backscattering should
be possible now.

It was shown that the use of narrowband detection
for the water-vapor mixing ratio can change the cal-
culation of water-vapor mixing ratio by 5% and more

Fig. 12. Aerosol backscatter coefficient for the tropospheric aero-
sols that were present during the night of 26 August 1998 at
Andros Island, Bahamas. Data acquired at a low elevation angle
have been used to improve the measurement of extinction by con-
version of the angle profile to a vertical profile by use of an as-
sumption of horizontal homogeneity.

Fig. 13. Aerosol extinction-to-backscatter ratio from a summa-
tion of data for 20 min on the night of 26 August 1998 at Andros
Island, Bahamas.
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for upper tropospheric measurements, whereas for an
aerosol scattering ratio the effects can exceed 10% for
light aerosol conditions with slightly larger effects
found for aerosols confined to the atmospheric bound-
ary layer. This implies that previous analyses of
Raman lidar water-vapor and aerosol data may be in
error by significant amounts because of these narrow
passband effects. This probability has potential im-
plications for the use of Raman lidar in quantifying
upper tropospheric water vapor, such as has been
done with both the NASA Goddard Space Flight Cen-
ter Scanning Raman Lidar and the U.S. Department
of Energy’s Cloud and Radiation Testbed Raman li-
dar. Measurements of the transmission character-
istics of narrow-passband Raman water-vapor lidar
channels are needed with accuracies of �0.1 Å to
ensure that the temperature corrections developed
here can be applied with confidence. Such high ac-
curacies are not required for the Rayleigh–Mie, Ra-
man N2, and O2 channels due to the symmetric
nature of the spectra involved. The influence of tem-
perature dependence of Raman scattering has per-
haps a larger effect on the traditional calculations of
aerosol backscatter coefficient and extinction-to-
backscatter ratio.

The results developed here indicate that a positive
bias will exist in the aerosol backscatter coefficient
measured by use of narrowband detection and that
the effect becomes quite large for light aerosol load-
ing. This implies that previous calculations of aero-
sol scattering properties measured with a narrow
band Raman lidar may need to be revised. For a
given passband width, this effect increases for
smaller values of backscattering. A positive bias in
backscattering implies that the extinction-to-
backscatter ratios are correspondingly too low by a
similar amount, with the effect again increasing as
aerosol loading decreases.

The same implications are present in quantifying
Sa in thin cirrus clouds. Previous analyses of cirrus
cloud Sa based on narrow-passband measurements
will exhibit a positive bias in the backscatter coeffi-
cient that increases as cloud backscatter decreases.
This implies that the database of Raman lidar thin
cirrus cloud Sa measurements acquired by use of nar-
rowband detection is increasingly biased toward
lower values of Sa as cirrus optical depth decreases.

There is every expectation that Raman lidar will
continue to be one of the most powerful remote-
sensing tools for studying the atmosphere. As the
Raman lidar technique moves increasingly into day-
time and upper tropospheric measurements, the use
of narrowband detection will increase. The results
presented here indicate that the basic analytical
techniques used to calculate the traditional Raman
lidar quantities of water-vapor mixing ratio, aerosol
scattering ratio, aerosol backscatter coefficient, and
extinction-to-backscatter ratio therefore require
modification. The temperature-dependent func-
tions required for the analysis of data from a partic-
ular lidar system can be calculated upon request.

Support for this activity has come from the NASA
Radiation Sciences and Dynamics and Remote
Sensing Program as well as the U.S. Department of
Energy’s Atmospheric Radiation Measurements
program.
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